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Abstract

Today, email management is not only a filing aratagje challenge. Because law firms and attorneyst baiequipped to take
control of litigation, email authenticity must baquestionable with strong chains of custody, constgailability, and tamper-
proof security. Information Security and integréye becoming more important as we use email fosgua communication
and business. Email is insecure. This steganaiyaisework checks the inbox content of the corponadééls by improving the
S-DES algorithm with the help of neural network my@eh. A new filtering algorithm is also developetiich will used to

extract only the JPG images from the corporate lsmahis frame work developed a new steganalysisrahm based on
neural network to get statistical features of insageidentify the underlying hidden data. The Ekpental results indicate this

method is valid in steganalysis. This method wéllused for Internet/network security, watermarking so on.
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1. Introduction

Steganalysis is to detect and/or estimate potgntratiden
information from observed data with little or nodwledge
about the steganography algorithm and/or its patense
Steganalysis is both an art and a science. Whike pbssible
to design a reasonably good steganalysis techniquea

specific steganographic algorithm, the long termnalgs to
develop a steganalysis framework that can worlkcéffely at
least for a class of steganography methods, if faptall.

Current trend in steganalysis seems to suggestetti@me
approaches: (a) little or no statistical assumptiabout the
image under investigation. Statistics are learimgus large
database of training images and (b) a parametrideints

assumed for the image and its statistics are caadpédar
steganalysis detection. In this proposed
developed a framework which is used to analyze stiego
content in the corporate emails.

Steganalysiss the science of detecting the presence of hidden

data in the cover media files and is emerging iralpel with

steganography. Steganalysis has gained prominence

national security and forensic sciences since teteoof
hidden messages can lead to the prevention of tdisas
security incidents.
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2. Image Steganalysis

Algorithms for image steganalysis are primarilytwb types:
Specific and Generic. The Specific approach represents a
class of image steganalysis techniques that veighrdepend
on the underlying steganographic algorithm used lzange a
high success rate for detecting the presence ofsdueet
message if the message is hidden with the algorfitiirwhich
the techniques are meant for. Th8eneric approach
represents a class of image steganalysis technifpa¢sare
independent of the underlying steganography algaritised
to hide the message and produces good resultsetectihg
the presence of a secrete message hidden usingamefor
unconventional steganographic algorithms.

Fig. 1 Systems flow Diagram
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The plain text is split into 8-bit blocks; each ¢hois
encrypted separately. Given a plaintext block, dipher text
gsddefined using the two subkeys &nd K, as follows:

3. Hybrid Algorithm

The S _DES is the best known and most widely us
cryptosystem for civilian applications. It was dped at
IBM and adopted by the National Bureau of Standamdhe
mid 1970s, and has successfully withstood all tttacks
published so far in the open literature. The pregowsork
developed a frame work which contains the followtagks
Image separation from corporate mails using the newly
developed capturing algorithm, Compression, encryption,
hiding, decryption, and decompression steps.

ciphertext = IP( fuo( SW( i ( IP( plaintext)))))

and f() is computed as follows. We write exclusive-OR
(XOR) as +.

fl(L, R)=(L+R({R),R)
Fk(R) = P4 ( SO( Ihs( EP(R)+K)) , S1(rhs(EP(R)} )

Once sample image and embedded information aréizta
then it is compressed with the help of JPEG conswas
algorithm.

3.1 The Capturing algorithm

The algorithm checks the mail inbox only for JPE@&sf This
filtering concept helps us to minimize the seekiimge of
filtering the JPEG files. After filtering those d8 they are
stored in a large database for further processthgample
image is taken from the database as covert chammeh is
used to hide the secret information. For our expenits, we
created a database containing more than 20000 daGes
obtained from corporate mails. For each image, mbezlded

3.3 IMAGE compression

The compression of the image aims at reducing timeber of
bits needed to represent an image. Image compressio
algorithms take into account the psycho visualuiessgt both in
space and frequency domain and exploit the spadraélation
along with the statistical redundancy. However gesaof the

a random binary stream of different lengths usin®ES

algorithm. The proposed research analyzes the npeafice of

the improved version of image steganalysis algorithin

corporate mails. A large database is used to $terémages.

The performance and the detection ratio are gomgoe
measured in corporate mails.

3.2 SDESmethod of encryption

This method is an example of a block cipher: tta@mptext is
split into blocks of a certain size, in this cadeit8.

plainteXt = bb2b3b4b5b6b7b8
key = kikoksKakskek7kgkokig

Subkey generation
First, produce two subkeys; Kind K:

K, = P8(LS(P10(key)))
Kz = P8(LS(LS,(P10(key))))

where P8, P10, LS1 and LS2 é&it substitution operators.
For example, P10 takes 10 bits and returns the 4éniéts in

a different order:

P10(kkokskakskek7kekokio) = Kakskokzkaksokikekgks.

algorithms are dependent mostly on the informatiomtained
in images. INJPEG compression, the image is first divided
into disjoint blocks of 8x8 pixels. For each bIoBl(;ig (with
integer pixel values in the range 0-255), the digcicosine
transform (DCT) is calculated, producing 64 DCT
coefficients. Let us denote the i-th DCT coefficiefnthe k- th
block as

d(),0<i<64,k=1,..T
where T is the total number of blocks in the imagae
quantized coefficients [) are arranged in a zigzag manner
and compressed using the Huffman coder. The regulti
compressed stream together with a header formdfinaé
JPEG file.

User Message
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Fig. 2 Compression
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Fig. 3 Ratio of Compression

Decryption =

|
SCAIRCHIR:

Decryption is a similar process' -l eiphertext S-hit ciphertext
plaintext = IPY( fa( SW( fo( IP( ciphertext))))) Fig. 4 Simplified DES Scheme

_ _ Decryption process is similar. The function fK takes 8-bit key
Relation with DES which is obtained from the 10-bit initial one twines. The

key is first subjected to a permutation P10. Themshét
SDES is a simplification of a real algorithm. DESecates on operation is performed. The output of the shiftragien then
64 bit blocks, and uses a key of 56 bits, from Wisxteen passes through a permutation function that prodace8-bit
48-bit subkeys are generated. There is an inigapitation oyt (P8) for the first subkey (K1). The outpittioe shift
(IP) of 56 bits followed by a sequence of shiftsdangperation also feeds into another shift and andtistance of
permutations of 48 bits. F acts on 32 bits. P8 to produce the secosabkey K2.

ciphertext = IP( fius( SW( fas( . . . (SW(fa(IP(plaintext)) e can express encryption algorithm as superpasitio
))---))))

SDES do a lot of re-arranging of bits that makebhaitd to
analyze systematically. Additionally, the S-boxesam that
the output is not just a re-arrangement of the tifyits, but is
derived from the input bits in a non-linear way.isTladds
significantly to the security.

SDES encryption (decryption) algorithm takes 8-bit block of
plaintext (cipher text) and a 10-bit key, and prosii 8-bit
cipher text (plaintext) block. Encryption algorithimvolves 5
functions: an initial permutation (IP); a complaxétion K,
which involves both permutation and substitutiod depends
on a key input; a simple permutation function tbattches
(SW) the 2 halves of the data; the function fK againd
finally, a permutation 2 function that is the inserof the Fig. 5Key generation for Simplified DES
initial permutation (1P-1)[6].

The 10-bit key is transformed into two 8-bit suly&d1 and
K2.
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4. Information Detection based on Neural the actual response of the network. During the &mdapass
the synaptic weight of the networks are all fix&diring the

Networks c e : ;
) back pass the synaptic weights are all adjusteat@ordance
The neural network approach is used to check f& t{ith an error-correction rule.

discrepancy patterns and train itself for bettecuaacy by

automating the whole process [7]. This study usedral The actual response of the network is subtractech fthe
network to analyze object digital image based oreeh gesired response to produce an error signal. This signal
different types of transformation which are Domaifs then propagated backward through the networinatythe
Frequency Transform (DFT), Domain Coefficient Tfans1  direction of synaptic conditions. The synaptic viesgare

(DCT) and Domain Wavelet Transform (DWT).

In this paper, we only consider following transfenDFT,

DCT and DWT. Firstly we analysis object digital igea
according these three different kinds transforms this

method. The object image is transformed into tranmsf
domain data according these three transforms. Thiulate
these transforms data’s statistical features widelm be
exploited to detect hided information. The reasumsklecting
DFT, DCT and DWT is that most data hiding methoérage
in these domains. These selected features should
significantly impacted by the data hiding procegsiBut it is

difficult to find those features, so we select r&uretwork to
process this problem, neural network has the scgeability

to approximation any nonlinear functions. For thésatures
which have more effected by data hiding processirate
network will assign larger weight coefficients afud these
features which have less effected by data hidingcegss,
neural network will assign less weight coefficients

Cover Image

User Stegolmage

Message
Fig. 6 The Process Of Embedded Message

4.1 BACK-PROPAGATION ALGORITHM

Back-propagation algorithm [7] is a widely used riéag
algorithm in Artificial Neural Networks. The Feedfward
Neural Network architecture (Fig. 7) is capable
approximating most problems with high accuracy a
generalization ability.

This algorithm is based on the error correctionrigsy rule.
Error propagation consists of two passes througtdifierent
layers of the network, forward pass and a backward pass. In
the forward pass the input vector is applied to $kesory
nodes of the network and its effect propagatesutiitothe
network layer by layer. Finally a set of outputpisduced as

3w () (1) + O(2)

A

yk["- _lJ —_FL(.SL”” ;Fk (

adjusted to make the actual response of the netwwke
closer to the desired response. [8]

a1(3) a)3) Outputs
Q

yi=aj (L)

3(2) 2nd Hidden

Oay(l) IstHidden

Inputs
xj=2a;(0)

be

a1(0)ay(0az(0)ay0)as(0ag(0)

Fig. 7 Feed-Forward Neural Network Architecture

The output of the hidden units is distributed ottee next
layer of Nh;2 hidden units, until the last layerhidden units,
of which the outputs are fed into a layer of Nopatitunits.

5. Image Featur es Extracting

First we analysis image’s discrete cosine transfdomain’s
statistics features. We divide each image into 8el8-block
and then take DCT of each sub-block. Based on aisabf I.
Aveibas et.al work [5], data hiding process possess
statistical difference in image quality metric s®robtained
from blurred-and-hidden images as compared to dudbrut-
non-hidden host images. We select spectral meabasesl on
DFT and DCT. In DFT data hiding process, one quarntte
magnitude to hide information and can’t change phase
information (this is very important), so selectimgtrics based
on magnitude (two statistics, image and its subck)ldn
DWT, we select these same metrics with in DFT. IRina
DFT and DCT, we select 4 statistics.

Next we take three levels DWT of each training iemgand
e calculate the mean value, variance, skew nab&atosis
ncq each part of every level.

algorithm’s characteristic to forecast the origimkta then
calculate the error's statistics features [4]. Bmsea in
calculating process, variance is very larger thahero
statistics, we give up variance statistics. So ywaage only
has 36 statistics. Added with DCT's 4 statisticsdzhimage
metrics, each image has 40 statistics. So we satumber of
neural network input as 40, the output is one.
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6. Performance Analysisand Experiment
Results

From the measured statistics of training sets ages with
and without hidden information, our destination ie
determine whether an image has been hidden infamar
not. Neural network has an excellent capabilitysimulate
any nonlinear relation, so we make use of neurdvark to
classify images [11]. In this paper we take usd3Bfneural
network to train and simulate images [6]. This Béunal
network uses three levels: Input level, Hidden lesad
Output level. In neural network, the important ssg the
slow of convergence. In practice, this is the menitation of

neural network applications. And many new algorghm

claimed fast convergence were developed. In thigzepa
single parameter dynamic search algorithm is used
accelerate network train. Each time only one patamte be

searched to achieve best performance, so this ihearn

algorithm has a better improvement than other &drachms
([9, 10]). We set the number of this network’s ihpas
features, and node number of hidden level is sbetd0, and
output is either yes or no.

7. Test Results (GUI based)

The cover image was taken from the image databEise.
image was originally in JPEG format in 680x480 tesons.
Since a BMP image was also required for the evialonagt
second image in BMP format was generated usingsémee
JPEG image using Gimp. Once both the cover images h
been obtained, the proposed method generatesdtet sede
for both the images were created.
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Image Scanning Form
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The encrypted image thus obtained was steganogadfyhi
concealed in the carrier image. The compressioio atd
detection ratio of stego content is also analyBsgdanalyzing
the images in the sampled database the probalility
occurrences of images with stego content in theparate
mails is zero.
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8. Discussion

In this paper, we have analyzed the steganalygisritims

available for Image Steganography. The proposed
mathematical web search model admits a wide varodty
resource constraints. Depending on the application,

implementation, hardware, and steganalysis proibabdf

error constraints, a suitable resource model camudss to
derive an optimal web search strategy using thepqsed
technique. Depending on the reliability of the steajysis
algorithms employed and the storage constraint @nevo
strategies, namely, coordinated search or rand@rcisecan
be chosen. It is seen that for a certain rangetagfamalysis
reliability, both these methods give comparabldgrerance.
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9. Conclusion

In summary, each carrier media has its own spatigbutes
and reacts differently when a message is embeddeid i
Therefore, the steganalysis algorithms have alsenbe
developed in a manner specific to the target sfiég@nd the
algorithms developed for one cover media are gdigenat
effective for a different media. This paper we dade that it

is possible to design efficient web search algargto detect
covert messages in corporate emails
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